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 Approach
 Develop a set of 

representative apps
 Investigate services 

common to that set
 On the front end (phones)
 In the back-end (the cloud)

 Build a software platform to support 
applications of social sensing

The UIUC Application: 
Transportation Energy Efficiency

 200 million light vehicles on the streets
 Each driven 12000 miles annually on 

average
 Average MPG is 20.3 miles/gallon
 118 Billion Gallons of Fuel per year!
 Savings of 1% = One Billion Gallons 

Source: US EPA
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GreenGPS: Fuel Efficient 
Routing

 Individuals share fuel 
consumption values on 
various streets at different 
times of the day

 Models of fuel efficient 
routes are computed 

 They differ from shortest 
or fastest routes
 Congestion  shortest may 

not be fuel efficient
 MPG lower at higher speeds 
 fastest may not be fuel 
efficient

Source: US EPA
7
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efficient
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Fuel Data Physical Models

Green GPS
The fuel 
efficient option

Server

+

Saves 6% over shortest path 
and 13% over fastest path 

Green GPS

Challenges in Developing 
Social Sensing Applications

 Privacy
 How to enable people to share data without 

violating their privacy?

 Cleaning
 How to determine reliability of data and 

sources?

 Modeling and prediction
 How to generalize from incomplete data?

The Privacy Challenge

 Develop perturbation that preserves privacy 
of individuals
 Cannot infer individuals’ data without large error
 Reconstruction of community distribution can be 

achieved within proven accuracy bounds

Intuitive Approach

Real user

Virtual user

Perturbed 
data curve

+

 Client adds noise time-series with co-variance that largely mimics 
covariance of actual data (overlap in frequency domain)

Can’t reconstruct
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Intuitive Approach

Real user

Virtual user

Perturbed 
data curve

+

 Client adds noise time-series with co-variance that largely mimics 
covariance of actual data (overlap in frequency domain)

 Users send their perturbed data to aggregation server

User community

Perturbed
Distrib.

Intuitive Approach

Real user

Virtual user

Perturbed 
data curve

+

 Client adds noise time-series with co-variance that largely mimics 
covariance of actual data (overlap in frequency domain)

 Users send their perturbed data to aggregation server
 Given perturbed community distribution and noise, server uses de-

convolution to reconstruct original data distribution at any point in time 
User community

Deconvolution

Noise

Perturbed
Distrib.

Estimated 
Community 
Distribution

Perturbing Speed and Location

 Clients lie about both their location and 
speed

Reconstruction Accuracy

 Real versus reconstructed speed

Real community distribution of 
speed

Reconstructed community distribution 
of speed

More on Reconstruction 
Accuracy

 Real versus reconstructed speed on 
Washington St., Champaign

Real community distribution of 
speed

Reconstructed community distribution 
of speed

How Many are Speeding?

Street Real % 
Speeding

Estimated % 
Speeding

University Ave 15.6% 17.8%

Neil Street 21.4% 23.7%

Washington Street 0.5% 0.15%

Elm Street 6.9% 8.6%

 Real versus estimated percentage of speeding 
vehicles on different streets (from data of users 
who “lie” about both speed and location)
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The Data Cleaning Challenge

 In social sensing applications, participants 
may not be known or vetted a priori

 Some data may be incorrect and some 
sources unreliable

 How to tell good from bad sources?

The Problem
Human are involved in the 
sensing and data fusion loop

What to believe and Who shall we believe 

Quantitatively?
Detailed prior knowledge on source 
reliability is unknown.

20

Apollo: A General Fact-finding 
Service for Human-centric Sensing 

 Human-centric sensing applications 
 Use potentially unreliable or unverified sources
 May be plagued by noisy and incorrect data, especially 

in large deployments with un-vetted participants

 Apollo: 
 A “generic tool” for data cleaning and fact-finding
 Does not rely on application-specific methods for 

distilling sensor data
 Works with a wide range of applications involving data 

types ranging from time-series of sensor readings and 
GPS location tags to image and text 21

High-level Architecture

22

Fact-Finding
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Apollo Analytic Contributions

 Formulation of the fact-finding problem as one of 
maximum likelihood estimation

 Solution using the Expectation Maximization (EM) 
algorithm

 Computing a bound on estimation accuracy (using 
the Cramer Rao Bound)
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Example Applications

 Humans operate sensors:
Geo-tagging and PictureMe

 Humans carry sensors:
Speed Mapping 

 Humans are the sensors:
Event and timeline 
reconstruction from Tweets 25

Evaluation

 More accurate than state of the art fact-
finders

Apollo 
Cleaning Noisy Speed Data

Ground
TruthApolloAverage

Apollo 
Cleaning Noisy Twitter Data

Generalization and Modeling

 Regression modeling: 
 Problem: one size does not fit all. Who says that Fords and 

Toyotas have the same regression model?

 Regression model per car?
 Problem: How to use data collected by some cars to 

predict fuel consumption of others?

 Challenge: Must jointly determine both (i) regression 
models and (ii) their scope of applicability, to cover 
the whole data space with acceptable modeling 
error.

Generalization and Modeling
 Complex general system models with a large 

number of parameters  are hard to train (need a 
lot of training data) and have a high inference cost 
(need a lot of inputs)
 Poor cost/quality trade-off

 Main idea: Break-up complex general models into 
trees of simpler (but more specialized models)
 Model has fewer parameters 

 less run-time data collection cost
 Model may fit special case better 

 higher accuracy
 Improved cost/quality trade-off!
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Approach: Two Level Cost Prune
A1

A5

A2
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T T

T T

T T T

T

Terminal level

Start dropping the least important  non-
splitter attributes from prediction set

Parent level

Generate children  to parent 
if children cannot meet 
cost budget at terminal 
level

Within 
Budget

Beyond 
Budget

Cost 
Budget

A Generalization Hierarchy

 Goal: predict fuel consumption
 Group by make, model, or year

A Generalization Hierarchy

 Goal: predict fuel consumption
 Group by make, model, or year

Model and modeling 
error are efficiently 
computed for each 
possible generalization.

Accuracy Results
 The sampling regression cube improves prediction 

accuracy significantly

Sparse sampling 
challenge: A 
regression cube 
without model 
reduction is worse 
than a single “one-
size fits-all” model!

Conclusion
 Social sensing systems are becoming ubiquitous
 Some problems become more important

 Privacy, data cleaning, quality of information, modeling, 
data analytics, inference robustness, …

 Needed: 
 New theory and analytic results for social sensing data 

management
 A tool set and a driving demo application to embody the 

analytic results (e.g., combining data mining, information 
theory, control, social modeling, …
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